Quality Assessment of DIBR-Synthesized Images by Measuring Local Geometric Distortions and Global Sharpness
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Abstract—Depth-image-based rendering (DIBR) is a fundamental technique in free viewpoint video, which is widely adopted to synthesize virtual viewpoints. The warping and rendering operations in DIBR generally introduce geometric distortions and sharpness change. The state-of-the-art quality indices are limited in dealing with such images since they are sensitive to geometric changes. In this paper, a new quality model for DIBR-synthesized view images is presented by measuring LOcal Geometric distortions in disoccluded regions and global Sharpness (LOGS). A disoccluded region detection method is first proposed using SIFT-flow-based warping. Then, the sizes and distortion strength of local disoccluded regions are combined to generate a score. Furthermore, a reblurring-based strategy is proposed to quantify the global sharpness. Finally, the overall quality score is calculated by pooling the scores of local disoccluded regions and global sharpness. Experiments on four public DIBR-synthesized image/video databases show the superiority of the proposed metric over the state-of-the-art quality models. The proposed method is further adopted for boosting the performances of existing quality metrics and benchmarking DIBR algorithms, both achieving very promising results.

Index Terms—DIBR, disoccluded region, quality evaluation, ranking-based weighting, sharpness, view synthesis.

I. INTRODUCTION

THE increasing prevalence of 3D television and Free Viewpoint Television has drawn extensive interest in virtual viewpoint synthesis [1], [2]. Depth-Image-Based Rendering (DIBR) is a fundamental issue in view synthesis. Objective
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quality models for view synthesis are highly desired, which can be used for benchmarking DIBR methods and guiding algorithm design. While a lot of efforts have been made on DIBR algorithms, there is a lag behind on the corresponding quality evaluation of DIBR-synthesized views, which may restrict future development of DIBR approaches.

Typically, DIBR consists of two stages, namely warping and rendering. In the warping stage, reference views are mapped to 3D Euclidean space with the guidance of depth information, followed by an inverse mapping from the 3D space to the target view. The warping operation introduces geometric displacements between the target and reference views, resulting in disoccluded regions. Rendering is then employed to restore the disoccluded regions, producing the final synthesized image. Due to the imperfect rendering, distortions are often present in the disoccluded regions, as shown in Fig. 1. Therefore, in the quality assessment of DIBR-synthesized images, local geometric distortions in disoccluded regions should be measured. In the literature, many quality metrics for 2D images have been reported [16], [39], [40], [42]. However, these metrics are all based on an assumption that the distorted and reference images are exactly aligned, i.e., no geometric displacements exist. Therefore, they are limited in handling DIBR-synthesized images.

In the literature, a number of works have been carried out towards the quality assessment of DIBR-based view synthesis [2]–[15], which are briefly reviewed here.

1) Bosc’s method [2]. The difference between the reference and synthesized views was first computed. Then a threshold was employed to extract the critical areas. The quality score of the synthesized image was defined as
the mean Structural SIMilarity (SSIM) [16] score in the critical areas.

2) Color and Sharpness of Edge Distortion (CSED) [3] measure. The luminance component in SSIM [16] was used to measure the color distortion in disoccluded regions. Then the sharpness of edge distortion was measured. These two aspects were combined to generate the final quality score.

3) 3D DIBR-based Video Quality Measure (3VQM) [4]. A distortion-free depth estimation method was first proposed. Then the temporal outliers/ inconsistencies and spatial outliers were derived and integrated to measure the quality of DIBR-based videos.

4) View Synthesis Quality Assessment (VSQA) metric [5]. In VSQA, a 2D image quality metric was first employed to generate the similarity/distortion signal between the reference and synthesized images. Then three weighting maps were computed, including textural complexity, gradient orientations and image contrast. The final score was calculated by pooling the similarity/distortion map using the weighting maps.

5) Morphological Wavelet Peak Signal-to-Noise Ratio (MW-PSNR) [6]. The reference and synthesized views were first decomposed using the morphological wavelet transform at several scales. Then the mean squared error values were computed for the detail subbands. Multi-scale Wavelet Mean Squared Error (MW-MSE) was obtained by pooling the MSE values across scales. Finally, the MW-PSNR score was calculated based on MW-MSE. The reduced MW-PSNR (RMW-PSNR) was also proposed [6] by only using wavelet subbands from higher decomposition scales.

6) Morphological Pyramid Peak Signal-to-Noise Ratio (MP-PSNR) [7]. MP-PSNR was improved from MW-PSNR, where morphological wavelets were replaced by morphological pyramids. Similar to RMW-PSNR, reduced MP-PSNR (RMP-PSNR) was also defined by only using detail images from higher pyramid scales to calculate the quality score.

7) 3D Synthesized view Image quality Metric (3DSwIM) [9]. Both the reference and synthesized images were first partitioned into blocks. Registration was conducted through block matching. Then the matched blocks were decomposed by the Haar wavelet, and the histogram distributions were computed. Finally, the histogram distance was calculated as the overall quality score.

8) Critical Binocular Asymmetry (CBA) [10] metric. Critical areas were first detected using the synthesized left- right-view images and the corresponding disparity maps. Then the average SSIM scores were computed only in the critical areas for both views. Finally, average pooling was conducted between the quality scores of left- and right-view images, producing the overall CBA score. CBA is mainly designed for characterizing the binocular asymmetry property of human eyes.

9) Synthesized Image Quality Evaluator (SIQE) [11]. SIQE was based on the cyclopean perception theory and divisive normalization transform. Divisive normalization was utilized to model the statistical characteristics of the original views, based on which the statistical model of the cyclopean image was obtained. The statistical model of the synthesized image was also estimated using the divisive normalization. Finally, the Bhattacharyya distance was calculated as the quality score.

10) DIBR-Synthesized image Quality Metric (DSQM) [12]. Block-wise matching was first conducted between the original image (left view or right view) and the DIBR-synthesized image. Then phase congruency features in the corresponding blocks were extracted and compared to measure the distortions in the synthesized blocks. The final quality score was obtained by averaging the results of all blocks.

11) Autoregression Plus Thresholding (APT) [13]. The idea is to detect the geometric distortions in DIBR process using autoregression-based image representation. Visual saliency is also incorporated to adapt to the characteristics of the human perception.

12) Ryu’s method [14]. The impact of texture and depth on view synthesis was first analyzed. Then the quality model was proposed based on synthesis intolerance. This method focuses on depth distortions.

13) Reduced-Reference synthesized Virtual View Quality Metric (RR-VVQM) [15]. The characteristics of depth distortions were first analyzed. Then the correlations between the decoded depth and color images were employed to design the depth quality. The final RR-VVQM model was obtained by integrating all depth quality scores.

Among the aforementioned DIBR image quality metrics, models [2], [5]–[8] do not explicitly consider the geometric distortions, which is crucial for the evaluation of DIBR-based view synthesis. In 3DSwIM [9], displacement is handled by block matching. However, the matched blocks do not necessarily indicate the disoccluded regions. So it is not very effective for measuring local geometric distortions in disoccluded regions, which are the dominated distortions in synthesized images. While notable advances have been achieved in the aforementioned DIBR quality indices, new advanced models are still highly demanded for more effective quality evaluation of view synthesis.

The rendering process is mainly affected by geometric distortions and sharpness change [3], [6], [9]. With this inspiration, this work presents a new metric for the quality assessment of DIBR-synthesized images by measuring Local Geometric distortions and global Sharpness (LOGS). LOGS consists of three modules, including visual image generation, local disoccluded region detection and evaluation, and global sharpness evaluation. The first module is to adapt to the impact of viewing distance on quality perception. In the second module, SIFT-flow based warping is first proposed to detect the disoccluded regions. Then the size-weighted distortion strength is computed to measure the quality of disoccluded regions. In the third module, global sharpness is evaluated based on a proposed sharpness metric. The overall score is obtained by pooling the scores of geometric distortions and sharpness. Performance evaluation is
carried out on four DIBR image/video databases. The simulation results demonstrate that the proposed metric outperforms both traditional 2D and the existing DIBR quality indices. As applications, the proposed method is further used for improving existing image quality metrics and benchmarking DIBR algorithms, and very encouraging results are achieved.

II. PROPOSED VIEW SYNTHESIS QUALITY METRIC

In DIBR, the quality of synthesized views are mainly influenced by geometric distortions in disoccluded regions and degradation of image sharpness, which are caused by warping and rendering. Based on these observations, the underlying idea of the proposed method is to evaluate local geometric distortions and global sharpness in synthesized images. The diagram of the proposed metric is illustrated in Fig. 2, which is composed of three modules, i.e., visual image generation, disoccluded region detection and evaluation, and global sharpness evaluation.

A. Visual Image Generation

The perceptual quality of an image depends on various factors. Apart from the distortion itself, viewing distance also has significant impact on the perceived quality [17]. In order to intuitively show this phenomenon, an example is illustrated in Fig. 3. In the figure, two patches from DIBR-synthesized images are viewed at different viewing distances. It is obvious that when images are viewed at a closer distance, the perceivable pixel size becomes larger [18]. In this case, the viewer can distinguish pixel differences more easily, and image local distortions can be easily perceived, resulting in poorer quality. On the contrary, with the increase of viewing distance, the perceivable pixel size becomes smaller, and it is more difficult for the viewer to identify local distortions.

The above phenomenon can be interpreted as follows. For different viewing distances, the images projected onto the retina are also different, resulting in different perceived quality [18]. The human visual system has the capacity to adaptively adjust the resolution of an image when projected onto the retina [18]. In other words, the perceived image on the retina is actually a scaled version of the original one. For clarity, we use the term visual image to denote the image perceived by the retina. Further, we use visual resolution to denote the resolution of a visual image, and use spatial resolution to denote the resolution of the original image to be evaluated. It is not hard to understand that the visual resolution is determined by the spatial resolution and viewing distance simultaneously [19]. Since the HVS perceives image quality based on visual images, more accurate quality prediction can be expected if such visual images are generated for building the quality model. Towards this direction, recently several works have been done to investigate the impact of visual image generation (in terms of viewing distance and image
resolution) on visual quality evaluation [17], [19]–[21]. In this paper, we employ the Self-Adaptive Scale Transform (SAST) model [20] to generate the visual images.

In the SAST model [20], the visual image is generated by resizing the original image by a scaling factor $z$, which is defined as:

\[ z = \sqrt{\frac{A}{\tilde{A}}} = \sqrt{\frac{h \times w}{\tilde{h} \times \tilde{w}}} = \sqrt{\frac{1}{4 \tan \left( \frac{\theta_h}{2} \right) \times \tan \left( \frac{\theta_w}{2} \right) \times \left( \frac{h}{d} \right)^2 \times r}, \]  

(1)

where $A$ and $\tilde{A}$ represent the spatial resolution of the original image and visual resolution of the visual image, which are $h \times w$ and $\tilde{h} \times \tilde{w}$ respectively; $\theta_h$ and $\theta_w$ denote the view angles in horizontal and vertical directions; $d$ is the viewing distance; and $r = w/h$. More details on the SAST model can be found in [20].

Upon obtaining the scaling factor $z$, the original reference and synthesized images are resized to produce the reference visual image and synthesized visual image, respectively. The subsequent quality evaluation stages are all based on the visual images. In our implementation, the bicubic interpolation algorithm is adopted in generating the visual images.

B. Disoccluded Region Detection and Evaluation

In DIBR, the warping operation usually causes disoccluded regions. Then, inpainting and interpolation techniques are employed to fill these regions, namely rendering. Both inpainting and interpolation share the similar principle that neighboring pixels are utilized to produce an approximation of a target pixel. During this process, artifacts occur in the disoccluded regions, which are the dominated distortions in synthesized images. In this part, we first propose a disoccluded region detection method. Then the quality of disoccluded regions is evaluated using size-weighted distortion strength.

1) Disoccluded Region Detection: The warping operation causes displacements between the reference and synthesized images [6]. To detect the disoccluded regions, we first align the geometric displacements. In this work, this is achieved using SIFT-flow [22]. SIFT-flow is a robust image matching method, which is based on the estimation of dense correspondence of SIFT descriptors between two images. The SIFT-flow map between the reference view $I_{ref}$ and synthesized view $I_{syn}$ is first estimated. Then the reference image $I_{ref}$ is warped to the synthesized image $I_{syn}$ with the guidance of the SIFT-flow map, producing the warped reference image $I_{wref}$. Then the absolute difference between $I_{syn}$ and $I_{wref}$ is computed:

\[ M = |I_{syn} - I_{wref}|. \]

(2)

In order to exclude weak changes in the difference map that are not visible to human eyes, a threshold is employed to refine the difference map:

\[ M(x, y) = \begin{cases} 0, & \text{if } M(x, y) < T, \\ M(x, y), & \text{otherwise,} \end{cases} \]

(3)

where $x \in [1, M], y \in [1, N]$, and $M \times N$ represents the image resolution. In this work, $T$ is empirically set to 50. Furthermore, with the consideration that small holes may be present in the detected disoccluded regions, image dilation operation is also conducted to obtain the final regions.

Fig. 4 intuitively illustrates the detection process with a pair of reference and synthesized images. Two detection maps are ob-
Fig. 5. Examples of disoccluded region detection. (a) Synthesized images. (b) Detected regions.

Obtained, including the original difference map and a binary detection map. In this work, the difference map is used to evaluate the distortion strength in disoccluded regions, and the binary map is used to compute the sizes of these regions. Fig. 5 further shows several examples of disoccluded region detection. It is observed that the detection result correctly captures the disoccluded regions. In our method, disoccluded regions are extracted based on the SIFT-flow method [22]. In our implementation, the average time to detect the disoccluded regions from a DIBR-synthesized image with size 1024 × 768 in the IRCCyN/IVC database [2] is 8.2 seconds, which is based on a computer with Intel i5 CPU at 3.2 GHz, 8 GB RAM, and Windows 7 operation system.

In (3), the empirical threshold $T$ is set to 50. In implementation, we have found that by setting $T = 50$ the disoccluded region detection results are satisfactory for the common images. Although in the “Visual Image Generation” stage the original images are resized to generate the visual images, it does not affect the disoccluded region detection too much. Fig. 6 shows an example, where the detected regions from the original synthesized image with size 1024 × 768 in the IRCCyN/IVC database [2] is 8.2 seconds, which is based on a computer with Intel i5 CPU at 3.2 GHz, 8 GB RAM, and Windows 7 operation system.

In (3), the empirical threshold $T$ is set to 50. In implementation, we have found that by setting $T = 50$ the disoccluded region detection results are satisfactory for the common images. Although in the “Visual Image Generation” stage the original images are resized to generate the visual images, it does not affect the disoccluded region detection too much. Fig. 6 shows an example, where the detected regions from the original synthesized image with size 1024 × 768 in the IRCCyN/IVC database [2] is 8.2 seconds, which is based on a computer with Intel i5 CPU at 3.2 GHz, 8 GB RAM, and Windows 7 operation system.

Region size: In practice, a synthesized image may contain multiple isolated disoccluded regions. In this work, we first conduct a segmentation to obtain individual disoccluded regions, based on which we estimate the overall quality.

With the binary detection map, this can be done easily using Matlab function `bwboundaries`. The disoccluded regions are denoted by $\{\Omega_i, i = 1, 2, \ldots, K\}$, where $K$ is the total number of disoccluded regions. In this paper, the size of a disoccluded region is defined as the number of the pixels within it. Here, the sizes of disoccluded regions are denoted by $\{s_i, i = 1, 2, \ldots, K\}$.

Distortion strength: For different DIBR algorithms, the distortion levels in disoccluded regions are different, depending on both image content and rendering method. In this paper, the distortion strength of a specific disoccluded region is defined as the mean value of the region in the whole difference map $M$:

$$ e_i = \frac{1}{s_i} \sum_{(x,y) \in \Omega_i} M(x,y), \quad (4) $$

where $i = 1, 2, \ldots, K$.

Quality of disoccluded regions: With the aim to obtain an overall score for disoccluded regions, we propose to use ranking-based weighting [23]. Specifically, region sizes are used to generate weights, which are then adopted to weight the distortion strength values.

The sizes of the disoccluded regions are first sorted in ascending order. Then the weight of a disoccluded region is defined as:

$$ w_i = \log_2 \left( 1 + \frac{\text{Rank}_i}{K} \right), \quad i = 1, 2, \ldots, K, \quad (5) $$

where $\text{Rank}_i$ denotes the ranking index of the $i$th region. Since $\text{Rank}_i \in \{1, 2, \ldots, K\}$, it is easy to know that $w_i \in (0, 1]$, and a larger region will be assigned a bigger weight.

The quality score of disoccluded regions is calculated as:

$$ Q_{\text{fl}} = \frac{\sum_{i=1}^{K} w_i e_i}{\sum_{i=1}^{K} w_i}. \quad (6) $$

A high $Q_{\text{fl}}$ value indicates a low quality image with heavy distortions in disoccluded regions.
C. Global Sharpness Evaluation

In addition to the distortions in local disoccluded regions, the warping and rendering in DIBR also cause blurring effect in the synthesized images, especially around the transitions of background/foreground and disoccluded regions [6], [9]. Here, we propose a new method for evaluating global sharpness, which is achieved by measuring the textural distance between a synthesized view and its intentionally-blurred version. The proposed method can be simply explained by an intuitive observation that the extent of similarity between an image and its intentionally-blurred version is mostly influenced by its original sharpness. Furthermore, a general brain theory called “free energy” reveals that, given an input image signal, it will be first separated into predicted orderly part and unpredicted disorderly part by human brain. In [24], [25], it was found that the latter unpredictable part has a strong relevance with and has been successfully deployed to image sharpness assessment and more. From the perspective of practical applications, several recent works concerning multimedia signal processing were developed based on the above-described “intentionally-blurring” strategy for enhancing images [26] or highlighting possible interesting regions [27].

1) Reblurring: A synthesized image $I_{syn}$ is intentionally blurred based on a Gaussian smoothing filter:

$$ G(x, y, \sigma) = \frac{1}{2\pi \sigma^2} e^{-(x^2+y^2)/2\sigma^2}, $$

where $\sigma$ denotes the standard deviation. In this work, a Gaussian filter of size $3 \times 3$ and $\sigma = 5$ is employed. The intentionally-blurred version of a synthesized image is denoted by $I_{syn}'$.

2) Sharpness Evaluation: The sharpness of a synthesized image is measured block-wisely. First, a synthesized image $I_{syn}$ and its reblurred version $I_{syn}'$ are partitioned into non-overlapping blocks of size $k \times k$, with a total number of $Z$ blocks, where

$$ Z = \left \lfloor \frac{M}{k} \right \rfloor \times \left \lfloor \frac{N}{k} \right \rfloor. $$

The textural complexity of a block is represented by its variance $\sigma_i^2$ [28]. Then the overall sharpness score of a synthesized image is defined as the average textural distance of all blocks:

$$ Q_S = \frac{\sum_{i=1}^{Z} \sqrt{\sigma_i^2 - \sigma_i^2}}{Z}, $$

where $\sigma_i^2$ and $\sigma_i^2$ represent the standard deviations of the $i$th blocks in the synthesized image and the intentionally-blurred version, respectively. A high $Q_S$ value indicates a high quality image with good sharpness.

It should be noted that the global sharpness evaluation module in the proposed method is not unique. Besides the proposed reblurring-based approach, edge/gradient representation can also be explored for evaluating image sharpness. For example, we can first detect image edges based on the commonly used edge operators, such as Sobel, Roberts, Prewitt and Laplacian of Gaussian (LoG). Then we can use the average edge width to represent the perceived sharpness, since blurring typically causes spread of image edges [29]. In addition, the exiting NR image sharpness metrics can also be adopted in the proposed quality model. However, after extensive experiments and comparisons we find that the proposed reblurring-based approach achieves the best performance, which will be detailed in the experiment section.

D. Pooling

With the quality scores of local disoccluded regions ($Q_R$) and global sharpness ($Q_S$), it is desirable to integrate them to produce an overall score. $Q_R$ is a distortion measure, which means that a high $Q_R$ value indicates that the distortion in disoccluded regions is severe, and thus image quality is bad. By contrast, the score $Q_S$ is a quality measure, which means that a high $Q_S$ value indicates that the global sharpness of the synthesized image is good, and thus image quality is good. With these considerations, we propose the following simple pooling strategy to define the final quality score of a synthesized image:

$$ Q = \frac{Q_S^\alpha}{Q_R^\beta + c}, $$

where the parameters $\alpha$ and $\beta$ are used to balance the relative contributions of local disoccluded regions and global sharpness, and $c$ is a very small constant, which is employed to avoid numerical instability. In implementation, we empirically set $\alpha = 1.5$, $\beta = 2.3$, and $c = 1 \times 10^{-6}$. A higher $Q$ value indicates a better quality.

III. EXPERIMENTAL RESULTS

A. Evaluation Protocols

Four DIBR-synthesized image/video databases are adopted for performance evaluation, including three DIBR image databases IRCCyN/IVC [2], IVY [10] and MCL-3D [30], and one DIBR video database SIAT-3D [31]. These databases consist of reference views and the corresponding synthesized views obtained by different DIBR algorithms, together with the associated subjective scores.

1) IRCCyN/IVC [2]. This dataset consists of 12 reference images and 84 synthesized ones by 7 different DIBR algorithms, which are denoted by A1-A6 [32]–[37] and A7 (warping without rendering). In the subjective experiment, Absolute Category Rating-Hidden Reference (ACR-HR) is utilized, and the subjective scores are represented using Mean Opinion Score (MOS). Similar to [9], in order to use the subjective scores for full-reference quality assessment, the Difference Mean Opinion Scores (DMOS) are first generated based on the MOS values [38].

2) IVY [10]. The IVY database consists of 84 stereo images, which are obtained from 7 reference image sets. For each set, 12 synthesized image pairs are generated from 3 views using 4 DIBR view synthesis algorithms, respectively. The subjective experiment is conducted using the Double Stimulus Continuous Quality Scale (DSCQS) method, and the subjective scores are represented by DMOS. It should be noted that in IVY database, each synthesized view has two reference images, i.e., left- and right-views.
So in our experiment, we first compute the quality scores for both views. Then the average value is calculated as the final quality score.

3) MCL-3D [30]. This database consists of 693 stereoscopic image pairs from 9 image-plus-depth sources. The image resolution is either $1024 \times 768$ or $1920 \times 1080$. Six kinds of common distortions are added to the texture/depth image before rendering. Distortions introduced by the rendering operation are also considered, which are produced by four different rendering algorithms. Pair-wise comparison was used in the subjective experiment and MOS was calculated as the subjective score. Similar to the IVY database, in experiment we employ the mean values of the left- and right- views as the final score.

4) SIAT-3D [31]. It contains 140 DIBR-synthesized videos with resolution $1024 \times 768$ or $1920 \times 1088$ from ten sequences. For each sequence, 14 combinations of texture/depth quantizations were injected, which were generated to simulate the compression distortions. DMOS was calculated as the subjective score. For this database, we first compute the quality scores frame by frame. Then the average value is calculated as the final score.

Although the four databases are all related to DIBR, they are somewhat different in terms of the distortion characteristics. The IRCCyN/IVC database [2] contains images generated by different DIBR algorithms using uncompressed texture and depth images. So the distortions are mainly caused by the imperfect rendering, which is the main objective of the proposed LOGS metric. The IVY database [10] mainly contains distortions caused by the asymmetry in left and right views. By comparison, MCL-3D [30] and SIAT-3D [31] databases contain more practical distortions, including both compression artifacts from texture/depth coding and different DIBR algorithms.

For performance evaluation, four popular criteria are employed, namely Pearson Linear Correlation Coefficient (PLCC), Spearman Rank order Correlation Coefficient (SRCC), Kendall’s Rank Correlation Coefficient (KRCC) and RMSE. To be specific, PLCC and RMSE are calculated to evaluate the prediction accuracy, while SRCC and KRCC are employed for measuring prediction monotonicity. They are computed following a five-parameter nonlinear mapping:

$$f(x) = \tau_1 \left( \frac{1}{2} - \frac{1}{1 + e^{\tau_2(x - \tau_3)}} \right) + \tau_4 x + \tau_5,$$

where $x$ denotes the predicted score, $f(x)$ denotes the corresponding subjective score, and $\tau_1, \tau_2, \cdots, \tau_5$ are the fitting parameters.

### B. Parameter Selection

Before conducting comprehensive experiments, several parameters should be determined, including the parameters of the Gaussian filter (filter size and standard deviation $\sigma$ in (7)), block size in sharpness evaluation, and the weights $\alpha, \beta$ in the final pooling. In this work, these parameters are determined based on the IRCCyN/IVC database. It should be noted that the proposed method is learning-free, so it does not involve a training stage.

What we do here is to determine the optimal model parameters. Once determined, they are directly used in the subsequent experiments for all four databases.

Fig. 7 illustrates the performance of our metric with different settings of the Gaussian filter. It is observed that the standard deviation does not influence the performance too much. By contrast, filter size has more impact on the overall performance. Our metric achieves the best performance when the filter size is $3 \times 3$ and $\sigma = 5$. Therefore, these values are adopted in our experiments.

Table I lists the performance values of the proposed metric in the IRCCyN/IVC database. (a) PLCC, (b) SRCC.

![Fig. 7. Impact of different weights in the pooling on the performance of the proposed metric on IRCCyN/IVC database. (a) PLCC, (b) SRCC.](image)

![Fig. 8. Impact of filter size and standard deviation of the Gaussian filter on the performance of the proposed metric on IRCCyN/IVC database. (a) PLCC, (b) SRCC.](image)

![Table I: Impact of block size $k \times k$ on the performance of the proposed metric in IRCCyN/IVC database.](table)

<table>
<thead>
<tr>
<th>Block size</th>
<th>PLCC</th>
<th>SRCC</th>
<th>KRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 x 4</td>
<td>0.8109</td>
<td>0.7691</td>
<td>0.5733</td>
<td>0.3862</td>
</tr>
<tr>
<td>8 x 8</td>
<td>0.8256</td>
<td>0.7812</td>
<td>0.6071</td>
<td>0.3601</td>
</tr>
<tr>
<td>16 x 16</td>
<td>0.8201</td>
<td>0.7793</td>
<td>0.6002</td>
<td>0.3654</td>
</tr>
<tr>
<td>32 x 32</td>
<td>0.8199</td>
<td>0.7736</td>
<td>0.5984</td>
<td>0.3749</td>
</tr>
<tr>
<td>64 x 64</td>
<td>0.8146</td>
<td>0.7705</td>
<td>0.5831</td>
<td>0.3749</td>
</tr>
</tbody>
</table>
TABLE II

EXPERIMENTAL RESULTS OF TRADITIONAL 2D AND DIBR QUALITY INDICES ON IRCCyN/IVC AND IVY DIBR IMAGE DATABASES

<table>
<thead>
<tr>
<th>Metric</th>
<th>Type</th>
<th>IRCCyN/IVC Database [2]</th>
<th>IVY Database [10]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PLCC</td>
<td>SRCC</td>
</tr>
<tr>
<td>PSNR</td>
<td>2D</td>
<td>0.5098</td>
<td>0.4628</td>
</tr>
<tr>
<td>SSIM [16]</td>
<td>2D</td>
<td>0.5644</td>
<td>0.5245</td>
</tr>
<tr>
<td>FSIM [39]</td>
<td>2D</td>
<td>0.5828</td>
<td>0.4161</td>
</tr>
<tr>
<td>GSM [40]</td>
<td>2D</td>
<td>0.5246</td>
<td>0.4215</td>
</tr>
<tr>
<td>LGT [41]</td>
<td>2D</td>
<td>0.5311</td>
<td>0.4139</td>
</tr>
<tr>
<td>ADD-SSIM [23]</td>
<td>2D</td>
<td>0.6470</td>
<td>0.5611</td>
</tr>
<tr>
<td>Bosc [2]</td>
<td>DIBR</td>
<td>0.5843</td>
<td>0.4905</td>
</tr>
<tr>
<td>VSQA [5]</td>
<td>DIBR</td>
<td>0.5742</td>
<td>0.5233</td>
</tr>
<tr>
<td>MW-PSNR [6]</td>
<td>DIBR</td>
<td>0.5622</td>
<td>0.5757</td>
</tr>
<tr>
<td>RMW-PSNR [6]</td>
<td>DIBR</td>
<td>0.5744</td>
<td>0.6245</td>
</tr>
<tr>
<td>MP-PSNR [7]</td>
<td>DIBR</td>
<td>0.6174</td>
<td>0.6227</td>
</tr>
<tr>
<td>RMP-PSNR [8]</td>
<td>DIBR</td>
<td>0.6772</td>
<td>0.6634</td>
</tr>
<tr>
<td>3DSwIM [9]</td>
<td>DIBR</td>
<td>0.6584</td>
<td>0.6156</td>
</tr>
<tr>
<td>SIQE [11]</td>
<td>DIBR</td>
<td>0.5284</td>
<td>0.4492</td>
</tr>
<tr>
<td>DSQM [12]</td>
<td>DIBR</td>
<td>0.7650</td>
<td>0.7067</td>
</tr>
<tr>
<td>Proposed LOGS</td>
<td>DIBR</td>
<td>0.8256</td>
<td>0.7812</td>
</tr>
</tbody>
</table>

C. Performance Evaluation

In this subsection, we evaluate the performance of our method comprehensively and compared with the state-of-the-art quality models. The compared traditional 2D quality metrics include PSNR, SSIM [16], FSIM [39], GSM [40], LGT [41] and ADD-SSIM [23], while the existing DIBR quality metrics include the models reported in [2], [5]–[9], [11], [12], which have been introduced in the introduction. Table II summarizes the experimental results on IRCCyN/IVC and IVY databases, where the best performance values are marked in boldface.

It is observed from Table II that in both databases, the 2D quality metrics and the DIBR quality metrics are not that effective in evaluating the quality of DIBR-based view synthesis. In IRCCyN/IVC, the best performance of 2D metric is achieved by ADD-SSIM [23]. However, the PLCC, SRCC and KRCC values are only 0.6470, 0.5611 and 0.4141, which are not satisfactory. Compared to 2D metrics, the current DIBR quality metrics achieve notable performance improvements. Among them, the best performance is delivered by DSQM [12]. By comparison, the proposed method delivers the best performances, and it outperforms the existing metrics significantly. In IVY database, similar results have been observed. This demonstrates the advantages of the proposed metric.

Fig. 9 further shows the scatter plots of the subjective versus the objective scores generated by different DIBR quality indices on IRCCyN/IVC database. It is clear in the figure that for the proposed method, the points are gathered more closely to the curve. This indicates that the predicted scores are more consistent with ground truth.

Table III further lists the results of the DIBR quality metrics on MCL-3D [30] and SIAT-3D [31], two more practical and challenging databases. It is known that the proposed metric still produces the best performance on SIAT-3D database, which is significantly better than the other DIBR quality metrics. For the MCL-3D database, RMW-PSNR [8] achieves the best
performance. This is mainly due to the fact that the distortions in MCL-3D database mainly distribute evenly in the whole image. Therefore, the PSNR-induced metrics, e.g., MW-PSNR, RMW-PSNR, MP-PSNR and RMP-PSNR, deliver better performances than the other metrics. In MCL-3D, the performance of the proposed metric is only inferior to these PSNR-induced metrics, and it is much better than those of other metrics. Based on the results in Tables II and III, we know that the proposed LOGS metric delivers the best overall performance.

D. Evaluation of Visual Image Generation Methods

In this paper, the SAST [20] method is used to generate the visual images in the first module. In practice, several alternative approaches have been proposed for quality assessment. Here, we investigate the performance of our metric using another two approaches, namely Optimal Scale Selection (OSS) [19] and Adaptive High-frequency Clipping (AHC) [21]. Table IV summarizes the experimental results. In the table, ‘No preprocessing’ represents the presented model without integrating the visual image generation module.

It is known from Table IV that our metric achieves the best performance when the SAST method is used. Using OSS [19] or AHC [21] in the proposed method does not bring performance improvements. This may be due to the fact that the spatial domain-based SAST method is able to highlight disoccluded regions via appropriately downsampling the images to be processed [23]. In comparison, wavelet decomposition-based AHC and OSS metrics are more designed and fine-tuned for typical types of distortions such as additive noise, Gaussian blur and JPEG compression, but not for the disoccluded areas caused by geometric distortions. Hence, both OSS and AHC implement remarkably worse than the SAST technique used in this paper. It is also known from the table that very promising results are obtained even if the first module is not used, which are already better than most of the other metrics. This further demonstrates the effectiveness of the features used in the proposed metric.

E. Evaluation of Sharpness Evaluation Approaches

Sharpness is a key issue in DIBR-based view synthesis quality evaluation. So far, several effective image sharpness evaluation models have been reported. In this subsection, we test the performance of the proposed method when different sharpness metrics are integrated in the proposed method, including Marziliano [29], JNB [43], CPBD [44], S3 [45], FISH [46], LPC [47], MLV [48], SVC [49], BIBLE [50], ARISM [51], SPARISH [52] and SPARISH [52]. Furthermore, we also include several edge width based metrics as aforementioned in Section II-C. Specifically, four commonly used edge detection operators are investigated, including Sobel, Roberts, Prewitt and LoG. Table V summarizes the simulation results.

It is observed from Table V that when these sharpness metrics are adopted in the proposed method, the performances are

<table>
<thead>
<tr>
<th>Metric</th>
<th>Type</th>
<th>MCL-3D [30]</th>
<th>SIAT-3D [31]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>PLCC</td>
<td>SRCC</td>
</tr>
<tr>
<td>Bosc [2]</td>
<td>DIBR</td>
<td>0.4453 0.4079 0.3044 2.3295</td>
<td>0.6067 0.5872 0.4153 0.1020</td>
</tr>
<tr>
<td>VSQA [5]</td>
<td>DIBR</td>
<td>0.5078 0.5120 0.3917 2.9175</td>
<td>0.4012 0.4136 0.3589 0.1152</td>
</tr>
<tr>
<td>MW-PSNR [6]</td>
<td>DIBR</td>
<td>0.8012 0.8099 0.6063 1.5568</td>
<td>0.5745 0.5545 0.3875 0.1050</td>
</tr>
<tr>
<td>RMW-PSNR [6]</td>
<td>DIBR</td>
<td>0.8239 0.8308 0.6299 1.4743</td>
<td>0.5757 0.5101 0.3595 0.1049</td>
</tr>
<tr>
<td>MP-PSNR [7]</td>
<td>DIBR</td>
<td>0.8169 0.8231 0.6206 1.5007</td>
<td>0.5681 0.5318 0.3731 0.1059</td>
</tr>
<tr>
<td>RMP-PSNR [8]</td>
<td>DIBR</td>
<td>0.8173 0.8250 0.6224 1.4993</td>
<td>0.5640 0.5318 0.3731 0.1059</td>
</tr>
<tr>
<td>3DSwIM [9]</td>
<td>DIBR</td>
<td>0.6519 0.5683 0.4088 1.9729</td>
<td>0.5677 0.5462 0.3798 0.1053</td>
</tr>
<tr>
<td>SIQE [11]</td>
<td>DIBR</td>
<td>0.6734 0.6976 0.5004 1.9233</td>
<td>0.3627 0.3041 0.2089 0.1195</td>
</tr>
<tr>
<td>DSQM [12]</td>
<td>DIBR</td>
<td>0.6995 0.6980 0.5086 1.8593</td>
<td>0.4001 0.3994 0.2864 0.1195</td>
</tr>
<tr>
<td>Proposed LOGS</td>
<td>DIBR</td>
<td>0.7612 0.7577 0.5629 1.6874</td>
<td>0.6481 0.6342 0.4711 0.0972</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>PLCC</th>
<th>SRCC</th>
<th>KRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>No preprocessing</td>
<td>0.7321 0.7156 0.4823 0.4625</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSS [19]</td>
<td>0.5408 0.5505 0.4120 0.5377</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AHC [21]</td>
<td>0.5898 0.5602 0.4164 0.5601</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SAST [20]</td>
<td>0.8256 0.7812 0.6071 0.3601</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sharpness Module</th>
<th>PLCC</th>
<th>SRCC</th>
<th>KRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Marziliano [29]</td>
<td>0.7899 0.7586 0.5123 0.4211</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JNB [43]</td>
<td>0.7985 0.7626 0.5450 0.4021</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CPBD [44]</td>
<td>0.7742 0.7403 0.5238 0.4452</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S3 [45]</td>
<td>0.7863 0.7612 0.5506 0.4266</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FISH [46]</td>
<td>0.7933 0.7633 0.5410 0.4111</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LPC [47]</td>
<td>0.7842 0.7605 0.5241 0.4278</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MLV [48]</td>
<td>0.7933 0.7612 0.5326 0.4186</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVC [49]</td>
<td>0.7875 0.7601 0.5124 0.4250</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIBLE [50]</td>
<td>0.7996 0.7698 0.5612 0.3997</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARISM [51]</td>
<td>0.8021 0.7793 0.5762 0.3897</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SPARISH [52]</td>
<td>0.7902 0.7781 0.5634 0.4005</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (edge width with Sobel)</td>
<td>0.7705 0.7502 0.5090 0.4631</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (edge width with Roberts)</td>
<td>0.7839 0.7610 0.5171 0.4281</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (edge width with Prewitt)</td>
<td>0.7781 0.7486 0.5064 0.4402</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed (edge width with LoG)</td>
<td>0.7806 0.7553 0.5101 0.4390</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proposed</td>
<td>0.8256 0.7812 0.6071 0.3601</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
TABLE VI
PERFORMANCES OF DIFFERENT COMPONENTS IN THE PROPOSED METHOD IN IRCCyN/IVC DATABASE

<table>
<thead>
<tr>
<th>Component</th>
<th>PLCC</th>
<th>SRCC</th>
<th>KRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>0.7612</td>
<td>0.6948</td>
<td>0.4752</td>
<td>0.4839</td>
</tr>
<tr>
<td>Sharpness</td>
<td>0.5218</td>
<td>0.4231</td>
<td>0.3114</td>
<td>0.5678</td>
</tr>
<tr>
<td>All</td>
<td><strong>0.8256</strong></td>
<td><strong>0.7812</strong></td>
<td><strong>0.6071</strong></td>
<td><strong>0.3601</strong></td>
</tr>
</tbody>
</table>

TABLE VII
AVERAGE TIME FOR PREDICTING THE QUALITY SCORE OF AN 1024 \times 768 IMAGE IN IRCCyN/IVC DATABASE BY DIFFERENT DIBR IMAGE QUALITY METRICS

<table>
<thead>
<tr>
<th>Metric</th>
<th>Time (s)</th>
<th>Metric</th>
<th>Time (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bosc [2]</td>
<td>0.13</td>
<td>RMP-PSNR [8]</td>
<td>0.51</td>
</tr>
<tr>
<td>VSQA [5]</td>
<td>0.87</td>
<td>3DSwIM [9]</td>
<td>8.70</td>
</tr>
<tr>
<td>MW-PSNR [6]</td>
<td>0.09</td>
<td>SIQE [11]</td>
<td>0.74</td>
</tr>
<tr>
<td>MP-PSNR [7]</td>
<td>1.29</td>
<td>LOGS</td>
<td>9.51</td>
</tr>
</tbody>
</table>

F. Evaluation of Components in the Proposed Metric

The proposed metric evaluates the quality of DIBR-synthesized images from two aspects, i.e., quality of local disoccluded regions and quality of global sharpness. In order to investigate their relative importance in the proposed metric, we test each component separately in the IRCCyN/IVC database. Table VI summarizes the relevant experimental results.

It is observed from the table that both components achieve very promising results when they are used separately. The quality of disoccluded regions alone outperforms most of the existing techniques, which is very encouraging. This further confirms that distortions in the local disoccluded regions are important and should be measured properly. In contrast, sharpness is relatively less important in the overall performance. By combining them, the best performance can be achieved, which is significantly better than other metrics. This further demonstrates the rationality of the proposed metric.

G. Computational Complexity

In this part, we compare the computational complexities of the DIBR-based view synthesis quality models. Specifically, the average time for predicting the scores of DIBR-synthesized images with resolution 1024 \times 768 in IRCCyN/IVC database [2] is calculated to measure the computation complexity. In implementation, we used a computer with Intel i5 CPU at 3.2 GHz, 8 GB RAM, and Windows 7 OS. Table VII summarizes the experimental results of ten DIBR quality metrics.

It is known from Table VII that most of the metrics are fast to compute. By contrast, 3DSwIM [9] and the proposed LOGS are more computationally demanding. This mainly attributes to the registration operation between the reference and synthesized images in both methods. In 3DSwIM [9], block-based registration was employed to guarantee that the best matching blocks are compared. In the proposed metric, the SIFT-flow-based matching and warping is utilized to correct the geometric displacements between the reference and synthesized images, based on which the disoccluded regions are detected. In implementation, this process is computationally expensive and takes up most of the time. In the future, we will try to explore more efficient registration techniques to reduce the computational cost of the proposed method.

IV. APPLICATIONS

A. Improving Existing Quality Metrics for DIBR Images

The proposed LOGS metric can be used as a universal module to improve the existing quality metrics for DIBR-synthesized images. To investigate the effectiveness of LOGS as a performance-boosting module, we integrate LOGS into the existing quality metrics (both traditional 2D and DIBR) and test their performances on IRCCyN/IVC database. Specifically, the new score of an improved metric is defined as:

\[ Q_{\text{improved}} = Q_x \times Q_{\text{LOGS}}, \]  

where \( x \) denotes a specific quality metric, such as SSIM, FSIM, DSQM; \( Q_{\text{improved}}, Q_x \) and \( Q_{\text{LOGS}} \) denote the quality scores of the improved metric, original metric and LOGS, respectively. Table VIII summarizes the performances of the improved metrics, together with a statistic of the performance gains relative to their original values in percentage. Here, the best results and highest performance gains are marked.

It is easily observed from Table VIII that notable improvements can be achieved for all the tested quality metrics, regardless of 2D metrics and DIBR metrics. The biggest performance gains in terms of PLCC, SRCC and KRCC are 55.92, 83.72 and 109.20, respectively, which are very impressive. The best performance after incorporating the LOGS module is achieved by DSQM [12], which outperforms all the existing metrics. This further demonstrates that the features used in the proposed method can efficiently capture the DIBR-related distortions in the synthesized images.

B. Benchmarking DIBR Algorithms

In practical view synthesis applications, a natural issue is how to select a DIBR algorithm that can produce the best synthesized images. Although this can be done by subjective test, it is labor-expensive and cannot be embedded into real-time systems. Our metric can provide an alternative way. Generally, a better DIBR algorithm produces synthesized images with better quality, and corresponds to high quality scores. In this part, we benchmark the DIBR algorithms using both subjective and objective scores. In IRCCyN/IVC database, there are three image sequences, and each sequence has four synthesized images. For a specific DIBR
The best results and highest performance gains are marked in boldface.

### TABLE VIII
PERFORMANCES OF THE EXISTING IMAGE QUALITY METRICS AFTER INCORPORATING LOGS, TOGETHER WITH STATISTICS OF THE PERFORMANCE IMPROVEMENTS (IN PERCENTAGE)

<table>
<thead>
<tr>
<th>Metric</th>
<th>Type</th>
<th>PLCC</th>
<th>SRCC</th>
<th>KRCC</th>
<th>RMSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>LOGS*PSNR</td>
<td>2D</td>
<td>0.7949</td>
<td>0.7522</td>
<td>0.5670</td>
<td>0.6040</td>
</tr>
<tr>
<td>LOGS*SSIM</td>
<td>2D</td>
<td>0.7992</td>
<td>0.7549</td>
<td>0.4393</td>
<td>0.5534</td>
</tr>
<tr>
<td>LOGS*FSIM</td>
<td>2D</td>
<td>0.8064</td>
<td>0.7589</td>
<td>0.3823</td>
<td>0.5728</td>
</tr>
<tr>
<td>LOGS*GSM</td>
<td>2D</td>
<td>0.8102</td>
<td>0.7588</td>
<td>0.4002</td>
<td>0.5682</td>
</tr>
<tr>
<td>LOGS*LTG</td>
<td>2D</td>
<td>0.8101</td>
<td>0.7603</td>
<td>0.8372</td>
<td>0.5692</td>
</tr>
<tr>
<td>LOGS*ADD-SSIM</td>
<td>2D</td>
<td>0.8101</td>
<td>0.7604</td>
<td>0.3552</td>
<td>0.5693</td>
</tr>
<tr>
<td>LOGS*Bosc</td>
<td>DIBR</td>
<td>0.7006</td>
<td>0.7032</td>
<td>0.4363</td>
<td>0.5018</td>
</tr>
<tr>
<td>LOGS*VSQA</td>
<td>DIBR</td>
<td>0.6901</td>
<td>0.6733</td>
<td>0.2866</td>
<td>0.5314</td>
</tr>
<tr>
<td>LOGS*MW-PSNR</td>
<td>DIBR</td>
<td>0.7888</td>
<td>0.7381</td>
<td>0.2821</td>
<td>0.5480</td>
</tr>
<tr>
<td>LOGS*RMW-PSNR</td>
<td>DIBR</td>
<td>0.7866</td>
<td>0.7328</td>
<td>0.1734</td>
<td>0.5411</td>
</tr>
<tr>
<td>LOGS*MP-PSNR</td>
<td>DIBR</td>
<td>0.7941</td>
<td>0.7445</td>
<td>0.1956</td>
<td>0.5572</td>
</tr>
<tr>
<td>LOGS*RMP-PSNR</td>
<td>DIBR</td>
<td>0.7952</td>
<td>0.7459</td>
<td>0.1244</td>
<td>0.5578</td>
</tr>
<tr>
<td>LOGS*DSWIM</td>
<td>DIBR</td>
<td>0.7780</td>
<td>0.7209</td>
<td>0.1711</td>
<td>0.5451</td>
</tr>
<tr>
<td>LOGS*SIQE</td>
<td>DIBR</td>
<td>0.6542</td>
<td>0.5789</td>
<td>0.2878</td>
<td>0.5225</td>
</tr>
<tr>
<td>LOGS*DSQM</td>
<td>DIBR</td>
<td>0.8280</td>
<td>0.8157</td>
<td>0.1542</td>
<td>0.6293</td>
</tr>
</tbody>
</table>

The best results and highest performance gains are marked in boldface.

### TABLE IX
RANKING OF SEVEN DIBR ALGORITHMS ACCORDING TO DMOS VALUES AND PREDICTED SCORES OBTAINED BY TEN DIBR-ORIENTED METRICS IN THREE SEQUENCES

<table>
<thead>
<tr>
<th>Sequence</th>
<th>DIBR</th>
<th>DMOS</th>
<th>Bosc</th>
<th>MP-PSNR</th>
<th>MW-PSNR</th>
<th>VSQA</th>
<th>3DSwIM</th>
<th>RMW-PSNR</th>
<th>RMP-PSNR</th>
<th>SIQE</th>
<th>DSQM</th>
<th>LOGS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Book arrival</td>
<td>A1 [32]</td>
<td>1</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>A2 [33]</td>
<td>2</td>
<td>3</td>
<td>5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A5 [36]</td>
<td>3</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>4</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>4</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Lovebird</td>
<td>A6 [37]</td>
<td>4</td>
<td>6</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>3</td>
<td>7</td>
<td>5</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>A4 [35]</td>
<td>5</td>
<td>5</td>
<td>1</td>
<td>2</td>
<td>5</td>
<td>4</td>
<td>2</td>
<td>1</td>
<td>5</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>A3 [34]</td>
<td>6</td>
<td>1</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>A7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Newspaper</td>
<td>A3 [34]</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A5 [36]</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>A2 [33]</td>
<td>4</td>
<td>7</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>2</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A1 [32]</td>
<td>5</td>
<td>2</td>
<td>6</td>
<td>7</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>1</td>
<td>6</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td></td>
<td>A3 [34]</td>
<td>6</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>6</td>
<td>4</td>
<td>5</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>A7</td>
<td>7</td>
<td>3</td>
<td>7</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>7</td>
<td>2</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>

Ranking “1” represents the best performance and “7” means the worst performance.

algorithm, the mean DMOS value of the four images in a sequence is used to measure its performance, which is used as ground truth. At the same time, the mean objective score is also computed. Then the consistency between the subjective rankings and objective rankings is estimated. A good metric is expected to produce performance rankings consistent with subjective rankings. Table IX summarizes the experimental results, where 1 to 7 correspond to the best to worst performances, and inconsistent rankings are marked in boldface.

From Table IX, we have the following two findings. (1) Among the ten DIBR quality metrics, the proposed LOGS achieves the best consistency with the subjective rankings. Specifically, for “Book arrival” and “Newspaper” sequences, the rankings of the proposed metric are exactly the same with the ground truth. For “Lovebird” sequence, there are only two inconsistent rankings for the proposed method. These results are much better than other DIBR quality metrics. It is also noted that the second best metric is 3DSwIM [9], which also considers the geometric displacements between the reference and synthesized images. This further indicates that geometric distortions should be considered in the quality assessment of DIBR-synthesized images. (2) Due to the diversity of image
contents, a single DIBR algorithm is unlikely to produce the best synthesis results for all sequences. For example, DIBR algorithm A1 [32] performs the best in “Book arrival” and “Newspaper” sequences, but only ranks the fifth in “Lovebird” sequence. From this perspective, the proposed method can be used for automatic algorithm selection in DIBR.

V. CONCLUSION

In this work, we have been dedicated to the objective quality evaluation of DIBR-synthesized images, which is an important problem in Free Viewpoint Videos. A modular framework has been proposed to simultaneously evaluating local geometric distortions and global sharpness in the synthesized images. A visual image generation stage has been employed to mimic the characteristic of the HVS in perceiving image quality. A SIFT-flow based warping method is then proposed to detect the disoccluded regions, based on which the size and distortion strength are combined to generate a quality score for local geometric distortions. We have also proposed a reblurring-based method to measure the global sharpness of synthesized images. A combination of them has been proved very effective for the quality evaluation of DIBR-based view synthesis, and the experimental results outperform those of the existing metrics. We have also used the proposed metric for both improving existing quality metrics and benchmarking DIBR approaches, and very promising results have been obtained for both applications.
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